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Introduction
• 2-CNF is a boolean formula, written as
(l1∨ l2)∧ . . .∧ (l2m−1∨ l2m), where li is ei-
ther a variable or a negation of a variable.

• Satisfiable assignment maps each variable
to a value, such that in each clause there
is at least one true literal.

• Consequently, random 2-CNF consists of
n variables and m = ⌊dn

2 ⌋ uniformly cho-
sen clauses. Here d can be viewed as an
average number of clauses which contain
any chosen variable.

Known results
1 The well-known result [1] states that d = 2

is a threshold for satisfability of a random
2-CNF.

In other words, for any ε > 0 probability
that random 2-CNF is satisfiable tends to
one if d < 2 − ε and to zero if d < 2 + ε,
as n → +∞.

2 Another question is how much solution
does the random 2-CNF have below the
satisfability threshold (e.g. d < 2). The
first-order approximation was given by
Coja-Oghlan et al. [2]. By Φn define a
random formula n variables and m = ⌊dn

2 ⌋
and by Z the number of the solutions of
such formula. Then the aforementioned
work proves that

logZ(Φn)

n

P−→ µd, (1)

where µd is a constant which does not de-
pend on n.

Our contribution
Actually, we can say even more about the num-
ber of solutions of a random 2-CNF.

Theorem 1 ([3])

logZ(Φn)− E logZ(Φn)

ηd
√
n

d−→ N (0, 1), (2)

where ηd ≥ 0 does not depend on n.
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Proof idea
Two main questions are:

1. How to show assymptotic normality?

2. How to calculate the variance?

First part is just an application of a martingale central limit theorem, however the variance calculation
is a bit more tricky.
For M ∈ {0, . . . ,m} let us generate a pair of random 2-CNFs (Φ

(M)
1 ,Φ

(M)
2 ). First we generate M

random clauses and add them to both formulas. Second we generate two independent sets of m−M
clauses and add them to corresponding formulas.
It is easy to see that (Φ

(0)
1 ,Φ

(0)
2 ) are two independent random formulas, and (Φ

(M)
1 ,Φ

(M)
2 ) is a pair

of copies of a random 2-CNF.
Therefore,

Var logZ(Φn) = E
[
logZ(Φ

(m)
1 ) logZ(Φ

(m)
2 )

]
− E

[
logZ(Φ

(0)
1 ) logZ(Φ

(0)
2 )

]
(3)

=

m−1∑
M=0

E
[
logZ(Φ

(M+1)
1 ) logZ(Φ

(M+1)
2 )

]
− E

[
logZ(Φ

(M)
1 ) logZ(Φ

(M)
2 )

]
. (4)

Some intuition
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Figure 1: Plots of µd and ηd as well as their first/second moment estimates;

Figure 2: Marginal distribution on two correlated formulas for d = 1.9 and M = 0.1m, 0.5m, 0.9m

To understand the second figure we should generate a pair of random formulas and take a uniformly
random pair of satisfying assignments. The joint distribution of any of n coordinates can be viewed
on the heatmaps: almost independet forlumas on the left and highly correlated formulas on the
right.


