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Introduction
• Sequence of (possibly random) undi-

rected graphs: Gn = (Vn := [n], En)

• Pair of independent discrete time ran-
dom walks on Gn: (X

(n)
t , Y

(n)
t )t∈Z+

• Q: How long does it take them to meet?

τ
(n)
meet(i,j) = inf{t∈Z≥0:X

(n)
t =Y

(n)
t ,X

(n)
0 =i,Y

(n)
0 =j}

tπmeet = E(i,j)∼π⊗π [τ
(n)
meet(i,j)].

• Applications: Voter model, consensus time,
algorithms on networks.

Materials and Methods
• Generator: L := In2 − (P ⊗ P ).

• Diagonal: D = {1, n+ 2, 2n+ 3, . . . , n2}.

• Meeting matrix:
Eij := 1{i = j}1{i ∈ D}, i, j ∈ [n2],

• Diagonally killed generator:
Lkill := In2 − (P ⊗ P )E.

• Singular value decomposition
of L and Lkill:

– Singular values of L; Lkill:
σ1 ≥ σ2 ≥ . . . ≥ σn2 = 0;
σ̃1 ≥ σ̃2 ≥ . . . ≥ σ̃n2 > 0.

– Singular vectors (L & R):
ui and vi; ũi and ṽi.

• Non-asymptotic perturbation theory for
SVD:

– Lkill = L+ (Lkill − L)︸ ︷︷ ︸
perturbation

.

– σ̃i = σi + ?, ũi = ũi + ?, ṽi = ṽi + ?

Conclusion
• Estimate the meeting time of two indeden-

dent random walks on graphs via SVD of the
diagonally killed generator of the pair

• View Lkill as a perturbation of L.

• Use rank one approximation of meeting
times.

• Derive sharp non-asymptotic perturbation
bounds of the rank one approximation
for sufficiently dense Erdős–Rényi random
graph.

• Outlook: Less dense random graphs.
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Expected meeting time via SVD
Proposition 1 (Expected meeting times via SVD of the diagonally killed generator). It holds that

vec(E[τ
(n)
meet(i, j)]i,j∈[n]) = E(In2 − (P ⊗ P )E)−11n2 ,

and in particular

tπmeet = (π ⊗ π)
t
E(In2 − (P ⊗ P )E)−11n2

= −1 +

n2∑
i=1

1

σ̃i
(π ⊗ π)tṽiũ

t
i1n2 ,

where 1n2 is the n2-dimensional vector with 1 at all coordinates, π is the stationary distribution.

Rank-k approximation of the expected meeting time:

t̂π,(k)meet := −1 +
n2∑

i=n2−k+1

1

σ̃i
(π ⊗ π)tṽiũ

t
i1n2 .

Proposition 2 (Rank-k approximation of the meeting time). It holds that∣∣∣̂tπ,(k)meet − tπmeet

∣∣∣ ≤ n∥π∥2

σ̃n2−k
, k ∈ [n2].

Meeting on sufficiently dense Erdős–Rényi graphs
• Erdős–Rényi random graph G(n, p): p ∈ (0, 1), n ∈ N with symmetric adjacency matrix A =
(ai,j)i,j∈[n], where (ai,j)i<j are independent Bernoulli(p) distributed entries; ai,i = 0, i ∈ [n];
ai,j = aj,i, i, j ∈ [n]

Theorem 1 (Meeting time for sufficiently dense Erdős–Rényi graphs). Consider two independent simple
random walks on Erdős–Rényi random graph G(n, pn) with the edge probability

pn := cnβ−1 ∧ 1,

where c > 0 arbitrary but fixed. Let β > 1
2 . Then, for all ϵ > 0, there exist N ∈ N and constants

ν1, ν2, θ > 0 such that for all n ≥ N ,

P
(∣∣∣∣ 1ntπmeet − 1

∣∣∣∣ > ϵ

)
≤ 2n exp

(
−ν21d

3

)
+ 2

(
n

2

)
exp

(
−ν22d

2

3n

)
+ e−θ(logn)2 ,

where d := npn is the mean degree. In particular,

tπmeet ∼
n→∞

n w.h.p.
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• The histogram of singular values of Lkill...

• for a reazation of the Erdős–Rényi random
graph...

• with n = 100, β = 2
3 .
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• rank one approximations (divided by n)...

• vs. the asymptotic value = 1


